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United-atom force fields

Early biomolecular force fields (e.g. Weiner 1984)
– united-atom approach
– hydrogen atoms considered as condensed to the heavy atom
– mass and charge represent such a group of atoms as a whole
– number of atoms reduced considerably relative to all-atom FF
– popular in the 1990’s

This approach works very well for non-polar C–H bonds,
so a methyl group constituting of one united atom works good.

A substitution of a polar O–H group by a single particle
would be very crude (without any correction terms in FF)
→ only non-polar hydrogens are usually condensed with heavy
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United-atom force fields

– still used e.g. to describe lipids, where each CH2 is a united atom

– simulation of a DOPC bilayer in water – Berger FF for the lipid
from the website of Rainer Böckmann
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United-atom and coarse-grained force fields

(A) united-atom, (B) specific and (C) generic coarse-grained
from Marrink et al., Biochim. Biophys. Acta 2009
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Coarse-grained models

Coarse graining – an advanced and sophisticated approach
to reduce the computational expense of simulations

The same idea – reduction of the number of particles
Considered are particles composed of several atoms – beads
The number of inter-particle interactions decreases,

reducing the computational expense largely.

The necessary parameters of the force field are often obtained
by fitting to all-atom force fields.
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Coarse-grained models

Every bead usually represents several atoms,
and a molecule is composed of several beads.

For the solvent, there is e.g. a ‘water bead’
composed of four H2O molecules.

Note that some of the transferability of all-atom FF is lost
– e.g. secondary structure of proteins is fixed with Martini FF

Also, hydrogen bonding cannot be described with beads!
solution – compensation with Lennard-Jones contributions

Such CG force fields are particularly useful for simulations
of large-scale conformational transitions, which involve
exceedingly large molecular systems, excessive time scales,

or both.
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Martini force field

left – mapping of beads onto molecular fragments with Martini FF
– 3 to 4 heavy atoms compose one bead (‘4-to-1 mapping’)
– mass of beads – 72 u (= 4 H2O), or 45 u in ring structures

right – a solvated peptide with Martini
from the Martini website
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Martini force field

The CG force field Martini – amino acids

from Monticelli et al., J. Chem. Theory Comput. 2008
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Acceleration of the simulation

Why does a coarse-grained simulation run faster?

smaller number of particles → fewer interactions

long integration time step due to large masses of beads
– 25 fs with Martini (i.e. 100 fs effectively, see below)

FF often constructed for use with faster simulation algorithms
– e.g. cut-off for electrostatics with Martini

smaller number of DoF → smoother free energy surfaces
→ fewer barriers → acceleration of all processes
(by a factor of 3 to 8 for Martini, but not uniformly!

– factor of 4 for acceleration of diffusion in water)

“. . . length and time scales that are 2 to 3 orders of magnitude
larger compared to atomistic simulations, providing a bridge
between the atomistic and the mesoscopic scale.”
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Enhanced sampling

How to save time, and time is money
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Problem

with normal nanosecond length MD simulations:

It is difficult to overcome barriers to conformational transitions,
and only conformations in the neighborhood of the initial structure

may be sampled,
even if some other (different) conformations are more relevant,

i.e. have lower free energy

Special techniques are required to solve this problem.
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Note – do not be afraid of Arrhenius

How often does something happen (in a simulation)?

k = A× exp [−EA/kT ], let us have A = 1× 109 s−1

EA k 1/k
kcal/mol 1/s µs

1 0.19× 109 0.005
3 6.7× 106 0.15
5 0.24× 106 4.2
7 8.6× 103 120

So, if the process has to overcome a barrier of 5 kcal/mol,
we will have to simulate for 4 µs to see it happen once on average.
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Methods using biasing potentials

Other approaches use a different idea:

It is easy to introduce an additional contribution
to the potential energy of the molecule

Example – the extra potential may force the molecule
over an energy barrier, to explore other conformations

It is ‘unrealistic’ – we do not simulate a real molecule
but this bias may be removed by a right post-processing

Note: use of NMR-based distance restrains in MD simulations
→ ‘NMR-refined’ structure of the molecule (e.g. PDB ID 1AC9)
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Metadynamics

– aimed at reconstructing the multidimensional free energy of
complex systems (Laio & Parrinello 2002)

– based on an artificial dynamics (metadynamics) performed
in the space of a few collective variables S (e.g. normal modes)

– at regular time intervals during the simulation,
an additional biasing energy function is added to the force field

– a Gaussian that is centered on the current structure

using quotations by Alessandro Laio
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Metadynamics – how it works

a new Gaussian is added at every time interval tG ,
and the biasing potential at time t is given by

VG (S(x), t) =
∑

t′=tG ,2tG ,3tG ,...

w · exp

[
−(S(x)− st′)

2

2 · δs2

]

w and δs – height and width of the Gaussians
st = S(x(t)) – value of the collective variable at time t

In the course of the simulation, this potential is filling the minima
on the free energy surface that the system is traveling through

So, the MD has a memory via the biasing potential
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Metadynamics – what it looks like

https://www.youtube.com/watch?v=IzEBpQ0c8TA
https://www.youtube.com/watch?v=iu2GtQAyoj0
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Properties of metadynamics

At the end: the sum of Gaussians = negative of the free energy

Crucial task – prior to simulation:
identify the collective variables of interest
that are difficult to sample because of high barriers

These variables S(x) are functions of the coordinates of the system;
practical applications – up to 3 such variables,
and the choice depend on the process being studied.

Typical choices – principal modes of motion obtained with PCA
Still, the choice of S may be difficult
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Example – opening of a protein binding pocket

clamshell twisting rocking

courtesy Tino Wolter
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Example – opening of a protein binding pocket

courtesy Tino Wolter
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Free energy simulations
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Motivation

free energies – Helmholtz F or Gibbs G
– determine whether processes (reactions) run spontaneously or not
– are extremely important and difficult to calculate

convergence in MD simulations – especially desperate for F and G :

F = kBT · ln
〈

exp

[
E

kBT

]〉
problem – the large energy values enter an exponential, so
if high-energy structures are undersampled, then F / G are wrong

→ calculation of free energies impossible from free MD simulation,
special methods needed!
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Motivation

important: not necessary to find the absolute value of free energy;
for a chemical reaction, we only need
the free energy difference (∆F , ∆G ) of reactant and product

“reaction” – not necessarily chemical bonds created or broken
– ligand binding a protein
– passage of a molecule/ion through membrane
– protein folding
. . .
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Thermodynamic integration

Free energy as function of reaction coordinate λ: F = F (λ),
with λ = 0 for reactant, λ = 1 for product

∆F = F (1)− F (0) =

∫ 1

0

∂F (λ)

∂λ
dλ

Free energy is a state function
→ the result is independent of the chosen path 0→ 1
→ reaction coordinate may be even an unphysical process
– change of chemical identity of atoms – alchemical simulations

Eλ = (1− λ) · E0 + λ · E1

Principle of TI – the derivative of total MM energy E is evaluated
in the simulation directly, and then easily averaged

∆F =

∫ 1

0

〈
∂Eλ
∂λ

〉
λ

dλ
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How to do it practically

perform a MD simulation for each chosen value of λ:
– usually, equidistant values in the interval (0,1) are taken:

0, 0.05, . . . , 0.95 and 1

each of these simulations runs with a different parameter set
– interpolation of parameters between reactant and product

each of these simulations produces a value of
〈
∂E
∂λ

〉
λ

– we obtain the derivative of F in discrete points for λ ∈ (0, 1)

this function is integrated numerically,
– the result is the desired free energy difference ∆F
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Example
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Advantages of TI

evaluate the derivative of energies,
no need to sample for the (large) total energies first

it is not important what happens outside of the region
where the reaction takes place (no contrib. to E1 − E0)

the ensemble of structures that have to be sampled thoroughly
is much smaller, and shorter simulation length is required
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Differences of differences

Often – we are interested not in the absolute free energies
and not even in the reaction free energies,

rather, in the difference (∆) of reaction free energies (∆F )
of two similar reactions:

∆∆F or ∆∆G
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Reaction free energy difference

Example left: binding of an inhibitor molecule I to an enzyme E,
difference of binding free energies to similar enzymes E and E′:

E + I 
 EI ∆G1

E′ + I 
 E′I ∆G2
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Reaction free energy difference

The simulation of the ligand binding process itself – very difficult
(possibly large structural changes in the enzyme upon binding)

Solution of the problem – do not simulate the reaction of binding,
rather, the alchemical transmutation of enzyme E to E′.

E and E′ are very similar, so this may be easy to do.
(example: mutation of a single AA, e.g. leucine to valine)

Then, the structure of complexes EI and E′I may be similar as well,
and the simulation may provide converged free energy.
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Reaction free energy difference

Free energy is a state function → the sum of free energies
around a thermodynamic cycle vanishes:

(e.g. clockwise in figure left):

∆G1 + ∆G3 −∆G2 −∆G4 = 0

The difference of binding free energies equals
the difference of free energies calculated in alchemical simulations:

∆∆G = ∆G1 −∆G2 = ∆G3 −∆G4
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Geometric reaction coordinate

Sometimes, we need to know how the free energy changes
along a geometric reaction coordinate q

The free energy is then a function of q

Such a function F (q) is called the potential of mean force.

Examples:

distance between two particles in a dissociating complex

the dihedral angle when dealing with conformational changes

the position of a proton for a reaction of proton transfer
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Example

free energy of formation of an ion pair in solution:
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Working principle

The problem:
If a high barrier has to be crossed to come from A to B,

a free MD simulation may not reach the product B,
or at least the barrier region is described poorly

The solution:
Apply an additional potential, also called biasing potential

to restrain the system to values of reaction coordinate
that would otherwise remain possibly undersampled

This is the principle of the umbrella sampling.

The additional potential will become a part of the force field,
and it shall depend only on the reaction coordinate: V = V (q)
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Practical PMF

We can use this scheme efficiently, by way of moving
a biasing harmonic potential along the reaction coordinate:
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Practical PMF

Example – ion pair Na+–Cl− in solution – biased histograms P∗k
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Practical PMF

We perform k simulations with biasing potentials Vk , and for each

extract the probability P∗k (q) – i.e., build histogram

calculate V k(q)

then, free energy: Fk(q) = −kBT lnP∗k (q)− Vk(q) + Kk

where the constant shift Kk is undetermined

Fk(q) and Fk+1(q) are offset by a constant related to Kk+1 − Kk
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Practical PMF

Final task – find Kk , i.e. match the pieces of the curve together

Requirement – Fk(q) and Fk+1(q) must ‘overlap’ sufficiently
– can be judged by the overlap of biased histograms P∗k (q)

may be solved by means of Weighted Histogram Analysis Method
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Practical PMF – WHAM

Example – ion pair Na+–Cl− in solution – result
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